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DEVICE FOR ACQUIRING DEPTH IMAGE,
CALIBRATING METHOD AND MEASURING
METHOD THEREFOR

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims the priority benefit of Taiwan
application serial no. 101150634, filed on Dec. 27,2012. The
entirety of the above-mentioned patent application is hereby
incorporated by reference herein and made a part of this
specification.

BACKGROUND

1. Technical Field

The disclosure relates to a technique for acquiring depth
image. Particularly, the disclosure relates to a zoom type
depth image acquiring device, a calibrating method and a
measuring method thereof.

2. Related Art

Today’s image sensing technology becomes more mature.
Besides obtaining two-dimensional (2D) images, how to
effectively, opportunely and stably obtain 3D (i.e. depth)
information of an object to be tested becomes an important
issue in depth image sensing technology. Since the depth
image sensing technology can estimate a distance between an
image acquiring device and the object to be tested, integral 3D
space information can be provided, which can be used in
interfaces of an interactive browsing device and somatosen-
sory games, and is also gradually applied in security video
surveillance, robot vision, and medical imaging. A soma-
tosensory game device, Kinect, is published by Microsoft
uses the depth image sensing technology as a core element,
such that human motions can serve as an media control inter-
face of the game, which causes sales booming of the device,
and more manufacturers pay attentions to the depth image
sensing technology and applications thereof.

An image acquiring device (for example, a depth camera)
using the depth image sensing technology is generally imple-
mented by using prime lens since related image acquiring
parameters can be easily calibrated in advance. However,
range of viewing angle (which is also referred to as a sensing
range) and image resolution of depth camera adopting prime
lens are also fixed. Therefore, if the object to be tested is too
large and exceeds the viewing angle range, a position of the
fixed focal length depth cameral is required to be manually
adjusted. If the size of the object to be adjusted is too small to
cause blurriness of the acquired image (i.e. the image resolu-
tion is too small), depth sensing performed through the
acquired image could not be implemented. However, if zoom
lens are used in the implementation of the depth camera, the
issue of setting and adjusting focal lengths of the zoom lens is
a problem to be solved in the calibration of the depth camera
in the recent depth image sensing technology.

SUMMARY

The disclosure is directed to a depth image acquiring
device, in which at least one zoom type image sensing device
and at least one projecting device are used to perform depth
image measurement of active light projection, and a mecha-
nism device is used to dynamically adjust distances and/or
convergence angles between the image sensing devices, so as
to automatically adjust locations and/or convergence angles
of the zoom type image sensing devices, such that the depth
image acquiring device of the disclosure is capable of auto-
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2

matically adjusting an image acquiring range thereof and
adjusting a resolution of an acquired image.

An embodiment of the disclosure provides a depth image
acquiring device including at least one projecting device, a
first and a second image sensing devices, a mechanism device
and a processing unit. The projecting device projects a pro-
jection pattern to a measured object. The first and the second
image sensing devices receive focal length adjusting signals
to adjust focal lengths thereof, and respectively sense the
projection pattern projected to the measured object to gener-
ate a first real image and a second real image. The mechanism
device is coupled to the first and the second image sensing
devices, and receives lens adjusting signals to adjust locations
and/or convergence angles of the first and the second image
sensing devices. The processing unit is coupled to the pro-
jecting device, the first and the second image sensing devices
and the mechanism device. The processing unit provides the
focal length adjusting signals and the lens adjusting signals to
adjust focal lengths, locations and/or convergence angles of
the first and the second image sensing devices, and the pro-
cessing unit performs a depth operation on the first and the
second real images to generate depth information, where the
processing unit calibrates and obtains a three-dimensional
(3D) measuring parameter set of the first and the second
image sensing devices at a model focal length according to a
plurality of image setting parameter sets corresponding to the
model focal length and a plurality of predetermined node
distances corresponding to each of the image sensing devices,
and accordingly performs the depth operation.

An embodiment of the disclosure provides a depth image
acquiring device including at least one projecting device, at
least one image sensing device, a mechanism device and a
processing unit. The projecting device projects a projection
pattern to a measured object. The projecting device serves as
a virtual image sensing device, and an original image of the
projection pattern is taken as a virtual image. The at least one
image sensing device receives a focal length adjusting signal
to adjust a focal length thereof, and senses the projection
pattern projected to the measured object to generate at least
one real image. The mechanism device is coupled to the at
least one image sensing device, and receives a lens adjusting
signal to adjust a location and/or a convergence angle of the at
least one image sensing device. The processing unit is
coupled to the projecting device, the at least one image sens-
ing device and the mechanism device. The processing unit
provides the focal length adjusting signal and the lens adjust-
ing signal to adjust the focal length, the location and/or the
convergence angle of the at least one image sensing device,
and the processing unit performs a depth operation on the at
least one real image and the virtual image to generate depth
information. The processing unit calibrates and obtains a
three dimension (3D) measuring parameter set of the at least
one image sensing device ata model focal length according to
aplurality of image setting parameter sets corresponding to a
model focal length and a plurality of predetermined node
distances corresponding to each of the image sensing devices,
and accordingly performs the depth operation.

An embodiment of the disclosure provides a calibrating
method of a depth image acquiring device, where the depth
image acquiring device includes at least one projecting
device, at least one image sensing device and a mechanism
device. The at least one projecting device projects a projec-
tion pattern to a measured object. The at least one image
sensing device senses the projection pattern projected to the
measured object to generate at least one real image. The
mechanism device adjusts a location and/or a convergence
angle of the at least one image sensing device. The depth
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image acquiring device performs a depth operation on the at
least one real image to generate depth information. The cali-
brating method includes following steps. A plurality of node
distances are set to serve as locations of a plurality of nodes.
An image setting parameter set corresponding to each of the
nodes is set. The at least one image sensing device is set to a
respective focal length. A state of the at least one image
sensing device is set according to the image setting parameter
set of each of the nodes. Each of the nodes is calibrated to
obtain a 3D measuring parameter set of each of the nodes, so
as to perform a 3D measuring calculation.

An embodiment of the disclosure provides a measuring
method of a depth image acquiring device, where the depth
image acquiring device includes a projecting device, at least
one image sensing device and a mechanism device. The pro-
jecting device projects a projection pattern to a measured
object. The at least one image sensing device senses the
projection pattern projected to the measured object to gener-
ate at least one real image. The mechanism device adjusts a
location and/or a convergence angle of the at least one image
sensing device. The depth image acquiring device performs a
depth operation on the at least one real image to generate
depth information. The measuring method includes following
steps. A specific focal length and a specific measuring dis-
tance are received, where the at least one image sensing
device is set to have a model focal length, a plurality of node
distances corresponding to locations of a plurality of nodes,
an image setting parameter set and a 3D measuring parameter
set corresponding to each of the nodes. The specified mea-
suring distance is compared with the corresponding node
distances to calculate the image setting parameter set and the
3D measuring parameter set of the image sensing device at
the specified focal length. A state of the image sensing device
is set according to the image setting parameter set of the
specified focal length, where the image sensing device senses
the projection pattern projected to the measured object to
generate the at least one real image. An image conversion
equation is calculated according to the specified focal length
and the model focal length. Moreover, the real image is con-
verted according to the image conversion equation, and cal-
culation is performed according to the 3D measuring param-
eter set of the specified focal length to generate the depth
information.

In order to make the aforementioned and other features and
advantages of the disclosure comprehensible, several exem-
plary embodiments accompanied with figures are described
in detail below.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings are included to provide a
further understanding of the disclosure, and are incorporated
in and constitute a part of this specification. The drawings
illustrate embodiments of the disclosure and, together with
the description, serve to explain the principles of the disclo-
sure.

FIG. 1 is a schematic diagram of a depth image acquiring
device according to an embodiment of the disclosure.

FIG. 2A and FIG. 2B are functional block diagrams of the
projecting device of FIG. 1.

FIG. 3 to FIG. 7 are structural schematic diagrams of the
mechanism device of FIG. 1.

FIG. 8 is a schematic diagram of adjusting baseline dis-
tances between a first and a second image sensing devices to
adjust a measuring position of the depth image acquiring
device.
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FIG. 9 is a schematic diagram of adjusting convergence
angles of a first and a second image sensing devices to adjust
a measuring position of the depth image acquiring device.

FIG. 10 is a schematic diagram of adjusting baseline dis-
tances and convergence angles of a first and a second image
sensing devices to adjust a measuring position of the depth
image acquiring device.

FIG. 11 is a flowchart illustrating a calibrating method of
the depth image acquiring device according to an embodi-
ment of the disclosure.

FIG. 12 is a flowchart illustrating a measuring method of
the depth image acquiring device according to an embodi-
ment of the disclosure.

DETAILED DESCRIPTION OF DISCLOSED
EMBODIMENTS

Reference will now be made in detail to the present exem-
plary embodiments of the disclosure, examples of which are
illustrated in the accompanying drawings. Wherever pos-
sible, the same reference numbers are used in the drawings
and the description to refer to the same or like parts.

A depth image acquiring device of the disclosure can per-
form depth image measurement of a large viewing angle
range without changing a hardware structure, and can per-
form a high-resolution detail measurement on a partial region
of a measured object. When the detailed measurement is
performed, a distance of the measuring position is freely
specified, and accuracy of the acquired image is maintained,
$0 as to improve accuracy in detail measurement of a general
fixed focal length depth image measuring technique.

Therefore, in the disclosure, at least one zoom type image
sensing device is used to implement the depth image acquir-
ing device, such that a large viewing angle range can be
measured in case of a short focal length, and in case of the
detail measurement, a long focal length is used to obtain a
high-resolution image to perform the depth measurement.
The depth image acquiring device can also dynamically
adjust a baseline distance and/or a convergence angle
between two image sensing devices or between the image
sensing device and a projecting device, so as to change a
convergence point distance and a lens focusing distance of an
optical axis of the lens of the image sensing device to adjust a
distance of the object to be tested. The convergence angle
refers to an included angle between the optical axis of the
image sensing device and a baseline, and the baseline is an
imaginary line passing through a position of the image sens-
ing device. A direction of the baseline is generally perpen-
dicular to a light projection axis of a projecting device. The
“convergence angles” referred in the following embodiments
are all complied with the above definition. Embodiments are
provided below to describe the disclosure in detail, those
skilled in the art can deduce related practices according to the
provided embodiments, and the disclosure is not limited to
the provided embodiments.

FIG. 1 is a schematic diagram of a depth image acquiring
device 100 according to an embodiment of the disclosure. As
shown in FIG. 1, the depth image acquiring device 100 mainly
includes at least one projecting device 110, at least one image
sensing device (for example, a first image sensing device 120
and a second image sensing device 130), a mechanism device
140 and a processing unit 150. The projecting device 110 is,
for example, an optical projecting device, a digital projecting
device, etc., which can project a projection pattern 115 to a
measured object 160. In the present embodiment, the single
projecting device 110 is taken as an example for descriptions,
though those skilled in the art can use a plurality of projecting
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devices to implement the depth image sensing of active light
projection, which is not limited by the disclosure.

In the present embodiment, the image sensing devices 120
and 130 can be zoom type video cameras or zoom type cam-
eras, which receive focal length adjusting signals provided by
the processing unit 150 to adjust focal lengths thereof, and
respectively sense the projection pattern 115 projected to the
measured object 160 to generate a first real image 170 and a
second real image 171. In detail, the first and the second
image sensing devices 120 and 130 may respectively include
a zoom lens and an image sensor. The zoom lens may receive
the focal length adjusting signal provided by the processing
unit 150 to adjust the focal length thereof. The image sensor
senses the projection pattern projected to the measured object
160 through the zoom lens. Moreover, in the disclosure, the
image sensing devices 120 and 130 are not limited to have a
same focal length range and convergence angle rotating
range, and those skilled in the art can also select the image
sensing devices 120 and 130 with different focal length
ranges and different convergence angle rotating ranges to
implement the disclosure.

When a light source of the projecting device 110 belongs to
a light source with a specific wavelength (for example, an
infrared light, an ultraviolet light, or a specific visible light),
the first and the second image sensing devices 120 and 130
may also include an optical filter, respectively. The optical
filters are respectively disposed on optical paths of the respec-
tive zoom lens of the image sensing devices 120 and 130. The
optical filter is used to match the specific wavelength, such
that the light with the above specific wavelength can pass
through the optical filter and is detected by a lens and the
image sensor, and the light with a wavelength other than the
specific wavelength is filtered. When a plurality of projecting
devices have different specific wavelengths, the optical filters
of the image sensors can also match the different specific
wavelengths for separation.

According to a depth image sensing technique, the process-
ing unit 150 generally requires two image sensing devices to
sense the depth of the measured object 160. However, since
the active light projection is applied to perform the depth
sensing, and the projecting device 110 can also serve as a
virtual image sensing device, namely, the projecting device
110 can also record an original image of the projected pro-
jection pattern 115 to serve as a virtual image, and transmits
the virtual image to the processing unit 150. The processing
unit 150 can perform the depth image sensing according to the
real image acquired by the single image sensing device and
the virtual image provided by the aforementioned virtual
image sensing device. Therefore, in the embodiment of the
disclosure, a single image sensing device can be used in
collaboration with a single projecting device to perform the
depth measurement, and more than two image sensing
devices can be used to perform the depth measurement
according to the projection pattern projected by the projecting
device.

Referring to FIG. 1, the mechanism device 140 is mainly
coupled to the first and the second sensing devices 120 and
130 through a mechanical manner. The mechanism device
140 receives a lens adjusting signal provided by the process-
ing unit 150, and adjusts a relative position of the first and the
second image sensing devices 120 and 130 through an inter-
nal motor or related transmission assembly (shown by dot line
arrows 121 and 131), and/or adjusts convergence angels of the
lenses in the first and the second image sensing devices 120
and 130 that point towards the measured object (shown by dot
line arrows 122 and 132). The mechanism device 140 can
only adjust the relative position of the first and the second
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6

image sensing devices 120 and 130 without adjusting the
convergence angles to save a cost of the rotating mechanism,
or can only adjust the convergence angles of the first and the
second image sensing devices 120 and 130 without adjusting
the relative position (the baseline distance) thereof to
decrease a whole size of the depth image acquiring device
100. Certainly, the mechanism device 140 can also simulta-
neously adjust both of the above two parameters. A detailed
structure of the mechanism device 140 is disclosed below.

The processing unit 150 is coupled to at least one project-
ing device 110, the at least one image sensing device (the first
and the second image sensing devices 120 and 130) and the
mechanism device 140. The processing unit 150 provides the
focal length adjusting signals and the lens adjusting signals
according to a following calibration method and measuring
method, so as to respectively adjust the focal lengths, posi-
tions and convergence angles ofthe first and the second image
sensing devices 120 and 130. Moreover, the processing unit
150 controls the first and the second image sensing devices
120 and 130 to simultaneously obtain the real images, for
example, the first real image 170 and the second real image
171, and the processing unit 150 perform a depth operation on
the first and the second real images 170 and 171 to generate
depth information. If the projecting device 110 serves as the
virtual image sensing device, the processing unit 150 can
perform the depth operation on the first and the second real
images 170 and 171 and the virtual image corresponding to
the projection pattern 115.

The depth information can be a depth image with depth
information, digital 3D image coordinates or a depth distri-
bution map of image, and those skilled in the art can adjust an
output format of the depth information for utilization of sub-
sequent image processing or technical application according
to an actual requirement. Moreover, the processing unit 150
respectively sets a predetermined model focal length for each
of'the image sensing devices (for example, the image sensing
devices 120 and 130) according to the following calibration
method, and builds a plurality of image setting parameter sets
under the model focal length corresponds to a plurality of
predetermined node distances, and calibrates the first and the
second image sensing devices 120 and 130 according to the
image setting parameter sets to obtain a 3D measuring param-
eter set, and in case of a specified focal length and a specified
measurement distance, the corresponding image setting
parameter set is calculated to set a measurement state of the
image sensing device, so as to perform the depth image mea-
surement.

In FIG. 1, the depth image acquiring device 100 may fur-
ther include a rotating device 180 disposed at a base below,
and the rotating device 180 is controlled by the processing
unit 150 to rotate the whole depth image acquiring device
100, so as to adjust a viewing angle direction thereof (shown
as a dot line arrow 185). The rotating device 180 can horizon-
tally rotate the depth image acquiring device 100 or tilt the
same back and forth, or conduct both to automatically adjust
a viewing angle range of the depth image acquiring device
100.

Various components of the depth image acquiring device
100 and a calibrating method and a measuring method thereof
are described in detail below.

The projecting device 110 is described with reference of
FIG. 2A and FIG. 2B, FIG. 2A and FIG. 2B are functional
block diagrams of the projecting device 110 of FIG. 1. Refer-
ring to FIG. 2A, the projecting device 110 includes a light
source 210 and a projection pattern generation device 220.
The light source 210 is used to emit a projection beam, and the
light source 210 of the present embodiment can be a laser
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diode (LLD) light source, an infrared (IR) light source, an
ultraviolet light source, a visible light source or a light emit-
ting diode (LED) light source. The projection pattern genera-
tion device 220 is disposed on a transmission path (which is
also referred to as an optical path) of the projection beam sent
by the light source 210. The projection pattern generation
device 220 produces the projection pattern when it is irradi-
ated by the projection beam of the light source 210. The
projection pattern generation device 220 can be a diffractive
optical device with a default shape, for example, one of a
computer hologram, a grating and a phase diffractive optical
device. The projection pattern generation device 220 can also
be a device formed by frosted glass, and the projecting device
110 can project the projection beam onto the frosted glass to
form a random distribution pattern. The projection pattern
can be a pre-designed pattern, a randomly generated pattern,
or a randomly distributed stray light spot pattern.

Referring to FIG. 2B, besides the light source 210 and the
projection pattern generation device 220, the projecting
device 110 may further include a projecting lens 230. The
projecting lens 230 is disposed on an optical path behind the
projection pattern generation device 220, and projects the
projection pattern generated by the light source 210 through
the projection pattern generation device 220 to the measured
object 160. The projecting lens 230 of the present embodi-
ment can be a zoom lens or a fixed focal length lens. If the
projecting lens 230 is implemented by the fixed focal length
lens, the projecting device 110 can project the projection
pattern through a fixed angle or a fixed viewing angle range,
and now the projection pattern is probably required to use fine
light spots such that the depth image acquiring device 100
may obtain a better effect in detail measurement. The project-
ing lens 230 of the present embodiment can also be imple-
mented by a zoom lens, and the processing unit 150 can
provide the focal length adjusting signals to synchronously
and dynamically adjust the focal lengths of the projecting lens
230 and the image sensing devices (the first and the second
image sensing devices 120 and 130), so as to obtain more
accurate depth information through the active light projec-
tion. Configuration and actuation methods of the projecting
device 110 and the aforementioned virtual image sensing
device may additionally refer to related patents, for example,
Taiwan Patent Application No. TW100148939 (Publication
No.: 201241547) with patent name of “system, device and
method for acquiring depth image”.

FIG. 3 to FIG. 7 are structural schematic diagrams of the
mechanism device 140 of FIG. 1. The mechanism device 140
of'the present embodiment may use a plurality of mechanism
components to adjust the baseline distances and the conver-
gence angles of the first and the second image sensing devices
120 and 130, so as to adjust convergence distances (which are
also referred to as measuring positions) of the lenses of the
first and the second image sensing devices 120 and 130. As
shown in FIG. 3, the mechanism device 140 includes a first
and second carrying members 310 and 312 and shifting mem-
bers (for example, a first and a second screws 320 and 322).
The first and second carrying members 310 and 312 respec-
tively carry the first and the second image sensing devices 120
and 130, and are respectively connected to the first and second
screws 320 and 322. The shifting members are connected to
the first and the second carrying members 310 and 312 to
adjust the baseline distances of the first and second image
sensing devices 120 and 130. In detail, the first and the second
screws 320 and 322 respectively drive the first and the second
carrying members 310 and 312 through rotations of motors
330 and 332, and the first and the second carrying members
310 and 312 respectively move to the left and right (shown as
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adot line arrow 340) along the first and the second screws 320
and 322, so as to adjust the base line position between the first
and second image sensing devices 120 and 130. In FIG. 4,
besides the first and the second carrying members 310 and
312, the shifting member further includes a screw 440, and
the screw 440 includes a first region 442 and a second region
444 respectively having threads of a first direction and a
second direction. The first region 442 and the second region
444 of the screw 440 are respectively connected to the first
and the second carrying members 310 and 312. In this way,
when the screw 440 rotates as the motor 330 rotates, the first
and the second carrying members 310 and 312 move relative
to each other, for example, approach to each other or depart
from each other along the screw 440 (shown as the dot line
arrow 340). FIG. 8 is a schematic diagram of adjusting base-
line distances between the first and the second image sensing
devices 120 and 130 to adjust a measuring position of the
depth image acquiring device 100. Therefore, after the depth
image acquiring device 100 uses the mechanism device 140
of FIG. 3 and FIG. 4, the baseline distances (for example,
BL1-BLN in FIG. 8) between the first and the second image
sensing devices 120 and 130 can be adjusted as that shown in
FIG. 8, and in case that the convergence angle A1 of the first
and the second image sensing devices 120 and 130 remains
fixed, the mechanism device 140 can receive the lens adjust-
ing signals provided by the processing unit to adjust the
measuring position (for example, a plurality of measuring
nodes N1-NN in FIG. 8) to be measured by the depth image
acquiring device 100.

The mechanism devices 140 in FIG. 3 and FIG. 4 are all
used to adjust the baseline distances between the first and the
second image sensing devices 120 and 130, and the mecha-
nism devices 140 in FIG. 5 and FIG. 6 are used to adjust the
convergence angle between the first and the second image
sensing devices 120 and 130. In FIG. 5, besides the first and
the second carrying members 310 and 312, the mechanism
device 140 further includes a first and second rotating com-
ponents 510 and 512, which can drive the first and the second
image sensing device 120 and 130 to rotate along with rota-
tion of the motors 330 and 332, so as to respectively adjust the
convergence angles of the first and the second image sensing
devices 120 and 130 (shown in dot line arrows 550). The first
and the second rotating components 510 and 512 are, for
example, worms and worm gear components or other rotation
transmission components. In FIG. 6, the first and the second
rotating components 510 and 512 have a same rotation shaft
520, and the rotation shaft 520 has threads of the first direc-
tion and the second direction, such that rotation directions of
the driven image sensing devices are opposite. Therefore, the
first and the second rotating components 510 and 512 can
simultaneously adjust the convergence angles of the first and
the second image sensing devices 120 and 130 through rota-
tion of the single motor 330. FIG. 9 is a schematic diagram of
adjusting convergence angles of the first and the second
image sensing devices 120 and 130 to adjust a measuring
position of the depth image acquiring device 100. Therefore,
after the depth image acquiring device 100 uses the mecha-
nism device 140 of FIG. 5 and FIG. 6, the convergence angles
A1-AN of the first and the second image sensing devices 120
and 130 can be adjusted as that shown in FIG. 9, and in case
that the baseline distance BL1 between the first and the sec-
ond image sensing devices 120 and 130 remains fixed, the
mechanism device 140 can receive the lens adjusting signals
provided by the processing unit to adjust the measuring posi-
tion (for example, a plurality of measuring nodes N1-NN in
FIG. 9) to be measured by the depth image acquiring device
100.
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In FIG. 7, the mechanism device 140 includes the first and
the second carrying members 310 and 312, the screw 440
having the first region 442 and the second region 444, the first
and the second rotating components 510 and 512 and the
motor 330. The structure and actuation method of the screw
440 of FIG. 7 are similar to that of the screw 440 of FIG. 4,
which can all be used to adjust the baseline distance between
the first and the second image sensing devices 120 and 130,
and details thereof are not repeated. It should be noticed that
a rotation shaft 710 of the first rotating component 510
includes a non-circular cross-section long groove accommo-
dating space 720 with an opening facing towards a rotation
shaft 712 of the second rotating component 512. The rotation
shaft 712 of the second rotating component 512 includes a
loose transmission member 730 protruding corresponding to
the non-circular cross-section long groove accommodating
space 720, such that when the rotation shaft 710 of the first
rotating component 510 is driven by the motor to rotate, the
rotation shaft 710 drives the rotation shaft 712 of the second
rotating component 512, so as to simultaneously adjust the
convergence angles of the first and the second image sensing
devices 120 and 130 (shown as dot line arrows 550). FIG. 10
is a schematic diagram of adjusting baseline distances and
convergence angles of the first and the second image sensing
devices 120 and 130 to adjust a measuring position of the
depth image acquiring device 100. Therefore, after the depth
image acquiring device 100 uses the mechanism device 140
of FIG. 7, the processing unit 150 of FIG. 1 can dynamically
adjust the baseline distances BLL1-BLN and the convergence
angles A1-AN of the first and the second image sensing
devices 120 and 130 to adjust the measuring nodes N1-NN.

Referring back to FIG. 1, based on the depth image acquir-
ing device 100 disclosed above, the internal of the processing
unit 150 is required to have multiple functions to automati-
cally calibrate a plurality of parameters of various compo-
nents in the depth image acquiring device 100. For example,
the processing unit 150 of FIG. 1 includes a lens control unit
152, a projection and image capturing unit 154 and a depth
image processing unit 156. The lens control unit 152 includes
a baseline distance control module 190, a convergence angle
control module 191 and a zoom control module 192. The
projection and image capturing unit 154 may include a pro-
jection control module 193, an image capturing control mod-
ule 194. The depth image processing unit 156 may include an
image processing module 195 and a depth calculation module
196, though the disclosure is not limited thereto.

The baseline distance control module 190, the convergence
angle control module 191 and the zoom control module 192
are respectively used to control and adjust the baseline dis-
tances between the first and the second image sensing devices
120 and 130, the convergence angles and the focal lengths
thereof. The projection control module 193 is used to control
corresponding operations of the projecting device 110, and
the image capturing control module 194 is used to control
related parameters of image fetch of the first and the second
image sensing devices 120 and 130 and synchronize an image
fetch time. The image processing module 195 and the depth
calculation module 196 are used to perform image processing
to obtain the depth information of the measured object 160.
The lens control unit 152, the projection and image capturing
unit 154, the depth image processing unit 156 and the mod-
ules 190-196 therein can be implemented by hardware chips,
firmware chips and software driving programs in collabora-
tion with the processing unit 150 having the operation func-
tion.

Since when the zoom type image sensing devices 120 and
130 are used to implement the depth image acquiring device
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100, variables required to be considered are large in quantity
and complicated. Therefore, the disclosure provides a cali-
brating method and a measuring method complied with the
hardware structure of the aforementioned depth image
acquiring device 100, by which the predetermined single
model focal length is taken as a reference in collaboration
with a plurality of predetermined node distances correspond-
ing to the model focal length to integrate variables such as the
lens focal length, a lens focus position and relative positions/
convergence angles of dual cameras, etc. in a simple way for
each of the image sensing devices (for example, the image
sensing devices 120 and 130 of FIG. 1), so as to greatly
simplify a design and operation of the depth image acquiring
device 100.

Generally, when the depth image acquiring device that uses
the zoom type image sensing device performs an actual mea-
surement, a series of setting operations has to be performed in
advance, and then the measurement is started. First, relative
positions and convergence angles of the two zoom type image
sensing devices are adjusted to comply the measuring dis-
tance with a measuring range specified by the user. Then, the
focal lengths of the two zoom type image sensing devices are
adjusted to change fields of view of the cameras, such that
measurement precision can be complied with the user’s
requirement. Finally, focus positions of the two camera lenses
are adjusted to the required measuring distance to obtain a
best measuring effect.

The above setting operations are mainly used to adjust four
types of parameters (camera positions, camera angles, lens
focal lengths and focus positions, which are referred to as a
image setting parameter set) of the two zoom type image
sensing devices. In the conventional calibrating method,
variations of these parameters may influence the other param-
eters of the depth image acquiring device 100, and the influ-
ence has to be taken into consideration for accurate measure-
ment. The conventional measuring method has to be
integrated with complicated parameter setting operation and
system calibration to perform the depth measurement pro-
cess.

As shown in FIG. 1, the baseline positions and the conver-
gence angles of the two image sensing devices 120 and 130
determine the measuring distance. Moreover, in an actual
measuring application, the user generally specifies the
required measuring position directly other than indirectly
specifies the baseline positions and the convergence angles of
the two image sensing devices 120 and 130. Therefore, when
the calibrating method and the measuring method of the depth
image acquiring device 100 are designed, the measuring dis-
tance is taken as a reference basis, and the setting, calibrating
and measuring of the depth image acquiring device 100 are all
directly associated to the measuring distance. In a image
setting parameter set (camera positions, camera angles, lens
focal lengths and focus positions), lens focal lengths are
relative to the field of view of the depth image acquiring
device 100, and the other parameters are relative to the mea-
suring distance. Therefore the lens focal lengths are indepen-
dent from the other parameters, and can be isolated.

Therefore, in the calibrating method and the measuring
method of the disclosure, each of the zoom type image sens-
ing devices is first set to the respective model focal length, and
then a plurality of predetermined node distances are selected
to serve as reference basis. For each node distance, an image
setting parameter sets is specified and recorded. The image
setting parameter sets will be used to implement the calibra-
tion and measurement processes of the depth image acquiring
device 100. In this way, the depth image acquiring device 100
is unnecessary to repeatedly adjust the baseline distances, the
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convergence angles and the focal lengths of the image sensing
devices 120 and 130 in the calibration and measurement
processes, but directly uses the predetermined model focal
length and the predetermined node distances to obtain refer-
ence data. When the depth image acquiring device 100 per-
forms calibration, the image sensing devices are set to the
respective model focal lengths, and states of the cameras are
set according to the image setting parameter set of each of the
nodes. Each of the nodes is individually calibrated to obtain
the respective 3D measuring parameter set to perform a 3D or
depth calculation. In other words, when the measurement is
performed, the user specifies a measuring distance, and speci-
fies a measuring focal length of the image sensing device
according to a required measurement resolution. The speci-
fied measuring distance is compared with the node distances,
and a table lookup operation or an interpolation operations
can be performed on the image setting parameter set and the
3D measuring parameter set of each node to obtain a new
image setting parameter set and 3D measuring parameter set
suitable for the image sensing devices 120 and 130 and
located at the required measuring distance. The image coor-
dinate conversion is performed to convert image coordinates
obtained in measuring focal length to equivalent coordinates
corresponding to the model focal length. In this way, the 3D
measuring parameter set calibrated according to the model
focal length can be used to perform the 3D/depth calculation.

A relationship between camera focal length and the view-
ing angle range of the zoom type image sensing device is
described blow. When the focal length of the zoom type
image sensing device is changed, the field of view of the zoom
type image sensing device is accordingly changed, and in the
perspective of mathematics, the image coordinates are
changed. Thus, the operation of changing focal length is
equivalent to conversion of the image coordinates. It is
assumed that the model focal length of the selected zoom type
image sensing device is {0, and (X0, YO0) is image coordinates
of'any point of any actual image before image conversion, and
when the focal length of the zoom type image sensing device
is changed to a specified focal length fi, the point (X0, YO) of
any actual image is changed to a point (Xi, Y1), namely, (Xi,
Yi) are the image coordinates of the corresponding point (X0,
YO0) after image conversion. A image conversion relationship
between the point (X0, Y9) and the point (Xi, Yi) is shown as
a following equation (1):

{Xo = Fo(Xi, Yi; fi, fO) (69)

Yo = F,(Xi, Yi fi, f0)

If the zoom lens of the image sensing device is perfect,
which does not cause image offset and distortion during a
zooming process, the image conversion relationship can be
defined as a following equation (2):

{ X0 = ai(Xi — Cx) + Cx 2

Y0 = ai(Xi— Cy) + Cy

Where, a point (Cx, Cy) is an image center of the image
sensing device, and such value can be obtained according to
the conventional calibrating method of the image sensing
device. ai is a ratio factor of image zooming, and is also
referred to as a zooming constant, which can be calculated
according to a variation ratio of the focal length, and can also
be estimated according to the actual image. If the zoom lens
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is not perfect and may cause image offset and distortion, the
equation (1) can be designed according to an actual require-
ment. It should be noticed that when the camera is changed
from the model focal length 0 to any focal length fi, a correct
or similar conversion equation can be designed to convert the
point (Xi, Y1) of any image position to the image position (X0,
YO0) corresponding to the model focal length f0, and the image
sensing devices respectively have their own conversion equa-
tions.

Therefore, when the zoom depth image acquiring device
100 is calibrated, the image sensing device will be fixed to a
specified model focal length f0. When the depth image
acquiring device 100 performs the measurement via the
specified focal length fi, the aforementioned method can be
used to generate the conversion equation for the image coor-
dinates, so as to convert the required image position to the
image coordinates corresponding to the specified focal length
10, and in collaboration with the 3D measuring parameter sets
of the depth image acquiring device 100, the depth informa-
tion can be measured.

FIG. 11 is a flowchart illustrating a calibrating method of
the depth image acquiring device 100 according to an
embodiment of the disclosure. Referring to FIG. 1, FIG. 10
and FIG. 11, in step S1100, the processing unit 150 respec-
tively set the focal length of the first and the second image
sensing devices 120 and 130 to the corresponding model focal
length 0. The processing unit 150 can respectively select
different focal lengths to serve as the model focal lengths of
the image sensing devices 120 and 130 according to the focal
length range and of the image sensing devices 120 and 130
and the manufacture predetermined settings, etc. Namely, the
image sensing devices 120 and 130 may select the focal
lengths of different lengths to respectively serve as the pre-
determined model focal lengths of the image sensing devices
120 and 130. For example, when one of the image sensing
devices is an virtual image sensing device implemented by
the projecting device, a zooming range thereof is probably
different to that of an actual image sensing device, and even
that the virtual image sensing device is implemented by a
fixed focus length lens.

A reason of only selecting a single model focal length for
each of the image sensing devices is that if multiple model
focal lengths are selected for each of the image sensing
devices, the aforementioned image conversion equation for
the model focal length is more complicate. In order to sim-
plity the calibrating method of the disclosure, only a single
model focal length is selected for each of the image sensing
devices. In other embodiments, the two image sensing
devices 120 and 130 may also select a plurality of model focal
lengths to serve as one set of model focal lengths respectively.

Inthe step S1110, the processing unit 150 sets a plurality of
node distances S1-SN in advance to serve as positions of a
plurality of nodes N1-NN in FIG. 10, and sets an image
setting parameter set corresponding to each of the nodes
N1-NN. The predetermined node distances S1-SN are shown
in FIG. 10, and the measuring nodes N1-NN in FIG. 10
respectively correspond to each of the predetermined node
distances S1-SN. Regarding setting of the aforementioned
model focal lengths and the predetermined node distances,
better reference data can be obtained through experiments,
which can be set according to an actual situation or according
to user’s demand, and is not limited by the disclosure. For
example, the processing unit can use a middle value of the
zooming range of each of the image sensing devices 120 and
130 to serve as the model focal length fO of the image sensing
devices 120 and 130.
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After the processing unit 150 sets the image sensing
devices 120 and 130 to the model focal length {0, the process-
ing unit 150 takes the node distances S1-SN as references to
record data of each node according to the selected predeter-
mined nodes (i.e. the N nodes N1-NN). The data is, for
example, a predetermined node distance Si, a baseline dis-
tance (BL1i), a convergence angle (Ai) and a focus position Ci
of'the first and the second image sensing devices 120 and 130
corresponding to the predetermined node distance Si, which
serves as reference data generated by the calibrating method,
and the reference data is used in subsequent measurement.
The image setting parameter set of the present embodiment or
the subsequent disclosed 3D measuring parameter set include
the aforementioned baseline distance BL1i, the convergence
angle Ai and/or the focus position Ci. The image setting
parameter set of the present embodiment or the subsequent
disclosed 3D measuring parameter set may further include
corresponding 3D parameters.

In the step S1120, the processing unit 150 respectively sets
the image sensing devices 120 and 130 to the respective
model focal lengths, and sets a state of each of the image
sensing devices 120 and 130 according to the image setting
parameter set of each of the nodes N1-NN. In step S1130,
when the calibration is performed to the depth image acquir-
ing device 100, the processing unit 150 individually cali-
brates each of the nodes to obtain the 3D measuring parameter
set of each of the nodes, and the 3D measuring parameter sets
are used in 3D measuring calculation.

The calibrating method of the depth image acquiring
device 100 is not limited by the disclosure, and those skilled
in the art can use related calibration techniques to obtain the
aforementioned 3D measuring parameter sets. In the calibrat-
ing method of the disclosure, accurate mechanism position-
ing is not required, and as long as the image setting parameter
set obtained in the step S1120 is used at each of the nodes
N1-NN to set the state of the depth image acquiring device
100 and has high reproducibility, the accurate depth image
measuring result is obtained.

FIG. 12 is a flowchart illustrating a measuring method of
the depth image acquiring device 100 according to an
embodiment of the disclosure. After the calibrating method of
FIG. 11, the aforementioned measuring distance, the image
setting parameter sets and the 3D measuring parameter sets
can be used to assist the measuring method of the disclosure,
and the desired setting parameters of the image sensing
devices 120 and 130 and 3D image conversion relationship
parameters can be quickly obtained. In step S1200, the pro-
cessing unit 150 receives a specified focal length f and a
specified measuring distance S specified by the user or from
external. Based on a ratio between the specified focal length
f and the model focal length {0, a ratio of measuring areas
corresponding to the specified focal length f and the model
focal length f0 is determined. The specified measuring dis-
tance S is obtained by intuitively specifying the measuring
distance. In the present embodiment, since a resolution of the
depth measurement is directly related to the specified focal
length £, the processing unit 150 can use the resolution param-
eter received from external in collaboration with a table
lookup method to convert the aforementioned resolution
parameter to the corresponding specified focal length f.

In step S1210, the processing unit 150 calculates the image
conversion equation according to the specified focal length f
and the model focal length f0, and related disclosure has been
described above, so that details thereof are not repeated. In
step S1220, the processor unit 150 compares the specified
measuring distance S with the predetermined node distances
S1-SN to calculate the image setting parameter sets and the
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3D measuring parameter sets of the first and second image
sensing devices 120 and 130 at the specified measuring dis-
tance S. In detail, in step S1222, it is determined whether the
specified measuring distance S is the same as one of the
predetermined node distances S1-SN. If the specified mea-
suring distance S is the same as a predetermined node dis-
tance Si (1=i=N), a step S1224 is executed to obtain the image
setting parameter set and the 3D measuring parameter set of
the predetermined node distance Si (corresponding to a mea-
suring node Ni). In other words, in the steps S1222-S1224,
the measuring distance S is compared with the predetermined
node distances in collaboration with a table lookup method to
obtain setting data (the image setting parameter sets) and the
measuring data (the 3D measuring parameter sets) of the
image sensing devices 120 and 130.

Ifthe specified measuring distance S is not the same as any
one of the predetermined node distances S1-SN;, the process-
ing unit 150 finds two consecutive nodes close to (or clamp-
ing) the specified measuring distance S from the predeter-
mined node distances S1-SN (for example, the specified
measuring distance S is located between the nodes N1 and
N2) (step S1226). In step S1228, the processing unit 150
obtains the image setting parameter sets and the 3D measur-
ing parameter sets corresponding to the predetermined node
distances S1 and S2, and calculates the image setting param-
eter set and the 3D measuring parameter set corresponding to
the measuring distance S through interpolation, so as to set
the states of the image sensing devices 120 and 130, such that
the measuring distance is complied with the specified mea-
suring distance S, and the obtained 3D measuring parameter
set is used to perform the 3D image calculation or depth
measurement calculation.

In step S1230, the processing unit 150 sets the first and the
second image sensing devices 120 and 130 according to the
image setting parameter sets corresponding to the specified
measuring distance S, where the first and the second image
sensing devices 120 and 130 respectively sense the projection
pattern projected to the measured object 160 under control of
the processing unit 150, so as to generate the first and the
second real images 170 and 171.

In step S1240, the depth image acquiring device 100 is used
to process the first and the second real images 170 and 171 to
generate related image data and then use the generated image
data to calculate 3D coordinates. The actual measuring
method is not limited by the disclosure, and the spirit of the
disclosure is met as long as the image data used for calculat-
ing the 3D coordinates is generated. For example, an image is
obtained from each of the two cameras, and the two images
are rectified to find image corresponding points. The corre-
sponding 3D coordinates can be calculated according to the
image coordinates of the image corresponding points. Then,
the coordinates of the image data generated during the above
mentioned procedure is converted by using the image conver-
sion equation, such that the coordinates of the image are
converted to the image coordinates corresponding to the
model focal length 10. Then, the 3D coordinates are calcu-
lated by using the 3D parameters, so as to generate a depth
map. The depth map is one of description manners of 3D data,
and other description manners can also be used, for example,
to output 3D triangular meshes.

In step S1250, the processing unit 150 performs the 3D
calculation by using the converted image data resulting from
the first and the second real images 170 and 171 and using the
3D measuring parameter set corresponding to the measuring
distance S, such that the depth image acquiring device 100
generates the depth information. In the present embodiment,
the second image sensing device 130 can also be a virtual
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image sensing device (for example, the projecting device)
suitable for producing a virtual image.

In summary, the depth image acquiring device of the dis-
closure uses the zoom type image sensing devices and the
projecting device to perform depth image measurement with
active light projection, and uses the mechanism device to
dynamically adjust distances and/or convergence angles
between the image sensing devices, so as to automatically
adjust locations and/or convergence angles of the zoom type
image sensing devices, such that the depth image acquiring
device of the disclosure is capable of automatically adjusting
animage acquiring range thereof and adjusting a resolution of
anacquired image. Moreover, the disclosure also provides the
calibrating method and the measuring method of the depth
image acquiring device, by which the predetermined model
focal lengths and the predetermined node distances are used
to determine the image setting parameter sets and the 3D
measuring parameter sets of the zoom type image sensing
devices, which are used in the following depth image sensing.
Therefore, the complicated calibration and measuring proce-
dures required by the zoom type image sensing device are
simplified, so as to decrease difficulty in design and operation
of the depth image acquiring device.

It will be apparent to those skilled in the art that various
modifications and variations can be made to the structure of
the disclosure without departing from the scope or spirit of the
disclosure. In view of the foregoing, it is intended that the
disclosure cover modifications and variations of this disclo-
sure provided they fall within the scope of the following
claims and their equivalents.

What is claimed is:

1. A depth image acquiring device, comprising:

at least one projecting device, projecting a projection pat-
tern to a measured object;

a first and a second image sensing devices, receiving focal
length adjusting signals to adjust focal lengths thereof,
and respectively sensing the projection pattern projected
to the measured object to generate a first real image and
a second real image;

a mechanism device, coupled to the first and the second
image sensing devices, and receiving lens adjusting sig-
nals to adjust locations and/or convergence angles of the
first and the second image sensing devices;

a processing unit, coupled to the at least one projecting
device, the first and the second image sensing devices
and the mechanism device, providing the focal length
adjusting signals and the lens adjusting signals to adjust
the focal lengths, locations and/or convergence angles of
the first and the second image sensing devices, and per-
forming a depth operation on the first and the second real
images to generate depth information,

wherein the processing unit calibrates and obtains a three-
dimensional (3D) measuring parameter set of the first
and the second image sensing devices at a model focal
length according to a plurality of image setting param-
eter sets corresponding to the model focal length and a
plurality of predetermined node distances correspond-
ing to each of the image sensing devices, and accord-
ingly performs a depth operation.

2. The depth image acquiring device as claimed in claim 1,
wherein the processing unit respectively sets the focal lengths
of the first and the second image sensing devices to the cor-
responding model focal length,

sets a plurality of node distances to serve as positions of a
plurality of nodes,

sets the image setting parameter set corresponding to each
of the nodes,
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during calibration, the processing unit sets the first and the
second image sensing devices to the respective model
focal lengths, and sets states of the first and the second
image sensing devices according to the image setting
parameter set of each of the nodes, and performs cali-
bration on each of the nodes to obtain the respective 3D
measuring parameter sets of each of the nodes, wherein
the 3D measuring parameter sets are used to perform 3D
measuring calculation.

3. The depth image acquiring device as claimed in claim 2,
wherein the image setting parameter sets or the 3D measuring
parameter sets comprise baseline distances, convergence
angles and/or focus positions of the first and the second image
sensing devices.

4. The depth image acquiring device as claimed in claim 2,
wherein the processing unit selects different focal lengths for
the first and the second image sensing devices to serve as the
model focal lengths.

5. The depth image acquiring device as claimed in claim 2,
wherein the processing unit selects focal lengths within a
zooming range of the first and the second image sensing
devices to serve as the model focal lengths.

6. The depth image acquiring device as claimed in claim 1,
wherein the processing unit receives a specified focal length
and a specified measuring distance,

compares the specified measuring distance with the corre-

sponding node distances to calculate the image setting
parameter set and the 3D measuring parameter set of the
first and the second image sensing devices at the speci-
fied focal length,

sets the first and the second image sensing devices accord-

ing to the image setting parameter set of the specified
focal length, wherein the first and the second image
sensing devices respectively sense the projection pattern
projected to the measured object, so as to generate the
first and the second real images,

the processing unit calculates an image conversion equa-

tion according to the specified focal length and the
model focal length, and

converts the first and the second real images according to

the image conversion equation and calculates according
to the 3D measuring parameter set of the specified focal
length, so as to generate the depth information.

7. The depth image acquiring device as claimed in claim 1,
wherein the depth information is a depth image, 3D image
coordinates or a depth image distribution map.

8. The depth image acquiring device as claimed in claim 1,
wherein the at least one projecting device serves as a virtual
image sensing device, and an original image of the projection
pattern is taken as a virtual image, wherein the processing unit
performs the depth operation on the first and the second real
images and the virtual image to generate the depth informa-
tion.

9. The depth image acquiring device as claimed in claim 1,
wherein the at least one projecting device comprises:

a light source, sending a projection beam; and

aprojection pattern generation device, disposed on an opti-

cal path of the light source, and irradiated by the light
source to generate the projection pattern.

10. The depth image acquiring device as claimed in claim
9, wherein the light source is a laser light source, an infrared
light source, an ultraviolet light source, a visible light source
or a light emitting diode light source.

11. The depth image acquiring device as claimed in claim
9, wherein the projection pattern generation device is a dif-
fractive optical device or a frosted glass device.
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12. The depth image acquiring device as claimed in claim
9, wherein the at least one projecting device further compris-
ing:

a projecting lens, disposed on an optical path of the pro-
jection pattern generation device, and projecting the pro-
jection pattern generated by the light source through the
projection pattern generation device to the measured
object.

13. The depth image acquiring device as claimed in claim
12, wherein the projecting lens is a zoom lens or a fixed focal
length lens.

14. The depth image acquiring device as claimed in claim
13, wherein when the projecting lens is the zoom lens, the
processing unit provides the focal lens adjusting signals to
synchronously adjust focal lengths of the projecting lens and
the first and the second image sensing devices.

15. The depth image acquiring device as claimed in claim
1, wherein the projection pattern is pre-designed or randomly
generated pattern, or a randomly distributed stray light spot
pattern.

16. The depth image acquiring device as claimed in claim
1, wherein the first and the first and the second image sensing
devices respectively comprise:

a zoom lens, receiving the focal length adjusting signal to

adjust a focal length thereof; and

an image sensor, sensing the projection pattern projected to
the measured object through the zoom lens.

17. The depth image acquiring device as claimed in claim
16, wherein when the light source of the at least one project-
ing deviceis a light source with a specific wavelength, the first
and the second image sensing devices respectively comprise:

an optical filter, disposed on an optical path of the zoom
lens, wherein the optical filter matches the specific
wavelength and is pervious to light beams with the
specified wavelength and filters the other light beams.

18. The depth image acquiring device as claimed in claim
1, wherein the mechanism device comprises:
a first and second carrying members, respectively carrying
the first and the second image sensing devices;

afirstand second rotating components, respectively adjust-
ing the convergence angles of the first and the second
image sensing devices; and

a shifting member, connected to the first and the second
carrying members to adjust a baseline distance between
the first and the second image sensing devices.

19. The depth image acquiring device as claimed in claim

18, wherein the shifting member comprises:

a screw, comprising a first region and a second region
having threads of a first direction and a second direction,
wherein the first region and the second region are respec-
tively connected to the first and the second carrying
members, and when the screw rotates, the first and the
second carrying members move relative to each other
along the screw.

20. The depth image acquiring device as claimed in claim
18, wherein a rotation shaft of the first rotating component
comprises a non-circular cross-section long groove accom-
modating space with an opening facing towards a rotation
shaft of the second rotating component, and the rotation shaft
of'the second rotating component comprises a loose transmis-
sion member protruding corresponding to the non-circular
cross-section long groove accommodating space, such that
when the rotation shaft of the first rotating component rotates,
the rotation shaft drives the rotation shaft of the second rotat-
ing component, so as to simultaneously adjust the conver-
gence angles of the first and the second image sensing
devices.
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21. The depth image acquiring device as claimed in claim
18, wherein the shifting member comprises:

afirst and second screws, respectively connected to the first
and the second carrying members, wherein the first and
the second carrying members respectively move along
the first and the second screws.

22. A depth image acquiring device, comprises:

at least one projecting device, projecting a projection pat-
tern to a measured object, wherein the at least one pro-
jecting device serves as a virtual image sensing device,
and an original image of the projection pattern is taken as
a virtual image;

at least one image sensing device, receiving a focal length
adjusting signal to adjust a focal length thereof, and
sensing the projection pattern projected to the measured
object to generate at least one real image;

a mechanism device, coupled to the at least one image
sensing device, and receives a lens adjusting signal to
adjust a location and/or a convergence angle of the at
least one image sensing device;

a processing unit, coupled to the at least one projecting
device, the at least one image sensing device and the
mechanism device, providing the focal length adjusting
signal and the lens adjusting signal to adjust the focal
length, the location and/or the convergence angle of the
at least one image sensing device, and performing a
depth operation on the at least one real image and the
virtual image to generate depth information,

wherein the processing unit calibrates and obtains a three
dimension (3D) measuring parameter set of the at least
one image sensing device at a model focal length accord-
ing to a plurality of image setting parameter sets corre-
sponding to a model focal length and a plurality of
predetermined node distances corresponding to each of
the image sensing devices, and accordingly performs the
depth operation.

23. The depth image acquiring device as claimed in claim
22, wherein the processing unit respectively sets the focal
length of the at least one image sensing device to the corre-
sponding model focal length,

sets a plurality of node distances to serve as positions of a
plurality of nodes,

sets the image setting parameter set corresponding to each
of the nodes,

during calibration, the processing unit sets the at least one
image sensing device to the respective model focal
lengths, and sets a state of the at least one image sensing
device according to the image setting parameter set of
each of the nodes, and performs calibration on each of
the nodes to obtain the respective 3D measuring param-
eter sets of each of the nodes, wherein the 3D measuring
parameter sets are used to perform 3D measuring calcu-
lation.

24. The depth image acquiring device as claimed in claim
23, wherein the image setting parameter set or the 3D mea-
suring parameter set comprises baseline distances, conver-
gence angles and/or focus positions of the at least one image
sensing device and the at least one projecting device.

25. The depth image acquiring device as claimed in claim
23, wherein the processing unit selects different focal lengths
for the at least one image sensing device to serve as the model
focal lengths.

26. The depth image acquiring device as claimed in claim
23, wherein the processing unit selects focal lengths within a
zooming range of the at least one image sensing device to
serve as the model focal lengths.
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27. The depth image acquiring device as claimed in claim
22, wherein the processing unit receives a specified focal
length and a specified measuring distance,
compares the specified measuring distance with the corre-
sponding predetermined node distances to calculate the
image setting parameter set and the 3D measuring
parameter set of the at least one image sensing device at
the specified focal length,
sets the at least one image sensing device according to the
image setting parameter set of the specified focal length,
wherein the at least one image sensing device respec-
tively senses the projection pattern projected to the mea-
sured object, so as to generate the at least one real image,

the processing unit calculates an image conversion equa-
tion according to the specified focal length and the
model focal length, and

converts the at least one real image and the virtual image

according to the image conversion equation and calcu-
lates according to the 3D measuring parameter set of the
specified focal length, so as to generate the depth infor-
mation.

28. A calibrating method of a depth image acquiring
device, wherein the depth image acquiring device comprises
at least one projecting device, at least one image sensing
device and a mechanism device, the at least one projecting
device projects a projection pattern to a measured object,
wherein the at least one projecting device serves as a virtual
image sensing device, the at least one image sensing device
senses the projection pattern projected to the measured object
to generate at least one real image, the mechanism device
adjusts a location and/or a convergence angle of the at least
one image sensing device, and the depth image acquiring
device performs a depth operation on the at least one real
image to generate depth information, the calibrating method
of the depth image acquiring device comprising:

respectively setting the at least one image sensing device to

a model focal length;
setting a plurality of node distances to serve as locations of
a plurality of nodes;

setting an image setting parameter set corresponding to

each of the nodes;

setting the at least one image sensing device to the respec-

tive focal length,

setting a state of the at least one image sensing device

according to the image setting parameter set of each of
the nodes; and

calibrating each of the nodes to obtain a 3D measuring

parameter set of each of the nodes, wherein the 3D
measuring parameter set is used to perform a 3D mea-
suring calculation.

29. The calibrating method of the depth image acquiring
device as claimed in claim 28, wherein the image setting
parameter set or the 3D measuring parameter set comprises
baseline distances, convergence angles and/or focus positions
of the at least one image sensing devices.

30. The calibrating method of the depth image acquiring
device as claimed in claim 28, wherein the model focal
lengths are different according to a zooming range setting of
the at least one image sensing device.

31. The calibrating method of the depth image acquiring
device as claimed in claim 28, wherein each of the model
focal lengths is a focal length within a zooming range of the
at least one image sensing device.

32. The calibrating method of the depth image acquiring
device as claimed in claim 28, wherein the 3D measuring
calculation comprises:
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receiving the specified focal length and the specified mea-

suring distance;
comparing the specified measuring distance with the cor-
responding predetermined node distances to calculate
the image setting parameter set and the 3D measuring
parameter set of the at least one image sensing devices at
the specified focal length;
setting a state of the at least one image sensing device
according to the image setting parameter set of the speci-
fied focal length, wherein the at least one image sensing
device respectively senses the projection pattern pro-
jected to the measured object, so as to generate the at
least one real image;
calculating an image conversion equation according to the
specified focal length and the model focal length; and

converting the at least one real image according to the
image conversion equation and calculating according to
the 3D measuring parameter set to generate the depth
information.
33. Ameasuring method of a depth image acquiring device,
wherein the depth image acquiring device comprises at least
one projecting device, at least one image sensing device and
a mechanism device, the at least one projecting device
projects a projection pattern to a measured object, wherein the
atleast one projecting device serves as a virtual image sensing
device, the at least one image sensing device senses the pro-
jection pattern projected to the measured object to generate at
least one real image, the mechanism device adjusts a location
and/or a convergence angle of the at least one image sensing
device, and the depth image acquiring device performs a
depth operation on the at least one real image to generate
depth information, the measuring method of the depth image
acquiring device comprising:
receiving a specific focal length and a specific measuring
distance, wherein the at least one image sensing device
is set to have a model focal length, a plurality of node
distances corresponding to locations of a plurality of
nodes, an image setting parameter set and a 3D measur-
ing parameter set corresponding to each of the nodes;

comparing the specified measuring distance with the cor-
responding node distances to calculate the image setting
parameter set and the 3D measuring parameter set of the
at least one image sensing device at the specified focal
length;
setting a state of the at least one image sensing device
according to the image setting parameter set of the speci-
fied focal length, wherein the at least one image sensing
device senses the projection pattern projected to the
measured object to generate the at least one real image;

calculating an image conversion equation according to the
specified focal length and the at least one model focal
length; and

converting the at least one real image according to the

image conversion equation, and performing calculation
according to the 3D measuring parameter set of the
specified focal length to generate the depth information.

34. The measuring method of the depth image acquiring
device as claimed in claim 33, wherein the image conversion
equation is:

X0 = Fx(Xi, Yi; fi, fO);
YO = Fy(Xi, Yi fi, f0)

wherein the model focal length is 10, the specified focal
length is fi, the point (X0, YO) is image coordinates of
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any point of the at least one real image before image
conversion, and the point (Xi, Y1) is image coordinates of
the corresponding point (X0, YO) of the at least one real
image after the image conversion.

35. The measuring method of the depth image acquiring 5
device as claimed in claim 33, wherein when the at least one
image sensing device does not cause image offset and distor-
tion, the image conversion equation is:

10
X0 = ai(Xi— Cx) + Cx;
Y0 = ai(Yi— Cy) + Cy

wherein the point (X0, Y0) is image coordinates of any
point of the at least one real image before image conver-
sion, the point (Xi, Yi) is image coordinates of the cor-
responding point (X0, YO) of the at least one real image
after the image conversion, ai is a Zooming constant, and
(Cx, Cy) is an image center of the at least one image ,,
sensing device.



